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2.3 EXERCISES
Unless otherwise specified, assume that all matrices in these
exercises are n � n. Determine which of the matrices in Exercises
1–10 are invertible. Use as few calculations as possible. Justify
your answers.
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7.

2
664

�1 �3 0 1

3 5 8 �3

�2 �6 3 2

0 �1 2 1

3
775 8.

2
664

1 3 7 4

0 5 9 6

0 0 2 8

0 0 0 10

3
775

9. [M]

2
664

4 0 �7 �7

�6 1 11 9

7 �5 10 19

�1 2 3 �1

3
775

10. [M]

2
66664

5 3 1 7 9

6 4 2 8 �8

7 5 3 10 9

9 6 4 �9 �5

8 5 2 11 4

3
77775

In Exercises 11 and 12, the matrices are all n � n. Each part of
the exercises is an implication of the form “If “statement 1”,
then “statement 2”.” Mark an implication as True if the truth of
“statement 2” always follows whenever “statement 1” happens
to be true. An implication is False if there is an instance in
which “statement 2” is false but “statement 1” is true. Justify each
answer.

11. a. If the equation Ax D 0 has only the trivial solution, then
A is row equivalent to the n � n identity matrix.

b. If the columns of A span Rn, then the columns are linearly
independent.

c. If A is an n � n matrix, then the equation Ax D b has at
least one solution for each b in Rn.

d. If the equation Ax D 0 has a nontrivial solution, then A
has fewer than n pivot positions.

e. If AT is not invertible, then A is not invertible.

12. a. If there is an n � n matrix D such that AD D I, then there
is also an n � n matrix C such that CA D I:

b. If the columns of A are linearly independent, then the
columns of A span Rn.

c. If the equation Ax D b has at least one solution for each
b in Rn, then the solution is unique for each b.

d. lf the linear transformation (x) 7! Ax maps Rn into Rn,
then A has n pivot positions.

e. If there is a b in Rn such that the equation Ax D b is
inconsistent, then the transformation x 7! Ax is not one-
to-one.

13. An m � n upper triangular matrix is one whose entries
below the main diagonal are 0’s (as in Exercise 8). When
is a square upper triangular matrix invertible? Justify your
answer.

14. An m � n lower triangular matrix is one whose entries
above the main diagonal are 0’s (as in Exercise 3). When
is a square lower triangular matrix invertible? Justify your
answer.

15. Can a square matrix with two identical columns be invert-
ible? Why or why not?

16. Is it possible for a 5 � 5 matrix to be invertible when its
columns do not span R5? Why or why not?

17. If A is invertible, then the columns of A�1 are linearly
independent. Explain why.

18. If C is 6 � 6 and the equation C x D v is consistent for every
v in R6, is it possible that for some v, the equation C x D v
has more than one solution? Why or why not?

19. If the columns of a 7 � 7 matrix D are linearly independent,
what can you say about solutions of Dx D b? Why?

20. If n � n matrices E and F have the property that EF D I ,
then E and F commute. Explain why.

21. If the equation Gx D y has more than one solution for some
y in Rn, can the columns of G span Rn? Why or why not?

22. If the equation Hx D c is inconsistent for some c in Rn, what
can you say about the equation Hx D 0? Why?

23. If an n � n matrix K cannot be row reduced to In; what can
you say about the columns of K? Why?

24. If L is n � n and the equation Lx D 0 has the trivial solution,
do the columns of L span Rn? Why?

25. Verify the boxed statement preceding Example 1.

26. Explain why the columns of A2 span Rn whenever the
columns of A are linearly independent.

27. Show that if AB is invertible, so is A. You cannot use Theorem
6(b), because you cannot assume that A and B are invertible.
[Hint: There is a matrix W such that ABW D I: Why?]

28. Show that if AB is invertible, so is B.

29. If A is an n � n matrix and the equation Ax Db has more than
one solution for some b, then the transformation x 7! Ax is
not one-to-one. What else can you say about this transforma-
tion? Justify your answer.
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30. If A is an n � n matrix and the transformation x 7! Ax is
one-to-one, what else can you say about this transformation?
Justify your answer.

31. Suppose A is an n � n matrix with the property that the
equation Ax D b has at least one solution for each b in Rn.
Without using Theorems 5 or 8, explain why each equation
Ax D b has in fact exactly one solution.

32. Suppose A is an n � n matrix with the property that the equa-
tion Ax D 0 has only the trivial solution. Without using the
Invertible Matrix Theorem, explain directly why the equation
Ax D b must have a solution for each b in Rn.

In Exercises 33 and 34, T is a linear transformation from R2 into
R2. Show that T is invertible and find a formula for T �1:

33. T .x1; x2/ D .�5x1 C 9x2; 4x1 � 7x2/

34. T .x1; x2/ D .6x1 � 8x2; �5x1 C 7x2/

35. Let T W Rn ! Rn be an invertible linear transformation. Ex-
plain why T is both one-to-one and onto Rn. Use equations
(1) and (2). Then give a second explanation using one or more
theorems.

36. Let T be a linear transformation that maps Rn onto Rn. Show
that T �1 exists and maps Rn onto Rn. Is T �1 also one-to-
one?

37. Suppose T and U are linear transformations from Rn to Rn

such that T .U x/ D x for all x in Rn. Is it true that U.T x/ D x
for all x in Rn? Why or why not?

38. Suppose a linear transformation T W Rn ! Rn has the prop-
erty that T .u/ D T .v/ for some pair of distinct vectors u and
v in Rn. Can T map Rn onto Rn? Why or why not?

39. Let T W Rn ! Rn be an invertible linear transformation,
and let S and U be functions from Rn into Rn such that
S .T .x// D x and U .T .x// D x for all x in Rn. Show that
U.v/ D S.v/ for all v in Rn. This will show that T has a
unique inverse, as asserted in Theorem 9. [Hint: Given any
v in Rn, we can write v D T .x/ for some x. Why? Compute
S.v/ and U.v/.]

40. Suppose T and S satisfy the invertibility equations (1) and
(2), where T is a linear transformation. Show directly that
S is a linear transformation. [Hint: Given u, v in Rn, let
x D S.u/; y D S(v). Then T .x/ D u; T .y/ D v: Why? Apply
S to both sides of the equation T .x/ C T .y/ D T .x C y/:

Also, consider T .cx/ D cT .x/.]

41. [M] Suppose an experiment leads to the following system of
equations:

4:5x1 C 3:1x2 D 19:249 .3/

1:6x1 C 1:1x2 D 6:843

a. Solve system (3), and then solve system (4), below, in
which the data on the right have been rounded to two
decimal places. In each case, find the exact solution.

4:5x1 C 3:1x2 D 19:25 .4/

1:6x1 C 1:1x2 D 6:84

b. The entries in (4) differ from those in (3) by less than
:05%. Find the percentage error when using the solution
of (4) as an approximation for the solution of (3).

c. Use your matrix program to produce the condition num-
ber of the coefficient matrix in (3).

Exercises 42–44 show how to use the condition number of a ma-
trix A to estimate the accuracy of a computed solution of Ax D b:

If the entries of A and b are accurate to about r significant digits
and if the condition number of A is approximately 10k (with k a
positive integer), then the computed solution of Ax D b should
usually be accurate to at least r � k significant digits.

42. [M] Find the condition number of the matrix A in Exercise 9.
Construct a random vector x in R4 and compute b D Ax.
Then use your matrix program to compute the solution x1

of Ax D b. To how many digits do x and x1 agree? Find out
the number of digits your matrix program stores accurately,
and report how many digits of accuracy are lost when x1 is
used in place of the exact solution x.

43. [M] Repeat Exercise 42 for the matrix in Exercise 10.

44. [M] Solve an equation Ax D b for a suitable b to find the last
column of the inverse of the fifth-order Hilbert matrix

A D

2
66664

1 1=2 1=3 1=4 1=5

1=2 1=3 1=4 1=5 1=6

1=3 1=4 1=5 1=6 1=7

1=4 1=5 1=6 1=7 1=8

1=5 1=6 1=7 1=8 1=9

3
77775

How many digits in each entry of x do you expect to be
correct? Explain. [Note: The exact solution is .630; �12600;

56700; �88200; 44100/:]

45. [M] Some matrix programs, such as MATLAB, have a com-
mand to create Hilbert matrices of various sizes. If possible,
use an inverse command to compute the inverse of a twelfth-
order or larger Hilbert matrix, A. Compute AA�1: Report
what you find.
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SOLUTIONS TO PRACTICE PROBLEMS

1. The columns of A are obviously linearly dependent because columns 2 and 3 are mul-
tiples of column 1. Hence A cannot be invertible, by the Invertible Matrix
Theorem.
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