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A self-consistent relativistic two-fluid model is proposed for one-dimensional electron-ion plasma dynamics. A multiple scales perturbation technique is employed, leading to an evolution equation for the wave envelope, in the form of a nonlinear Schrödinger type equation (NLSE). The inclusion of relativistic effects is shown to introduce density-dependent factors, not present in the non-relativistic case - in the conditions for modulational instability. The role of relativistic effects on the linear dispersion laws and on envelope soliton solutions of the NLSE is discussed.
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I. INTRODUCTION

The elucidation of the dynamics of ultra-high density plasmas in one-dimensional (1D) geometry is recognized as a challenging area of research among researchers in the last decade. Dense plasmas occur in “extreme” astrophysical environments, such as white dwarfs or neutron stars and in the core of giant planets (e.g., Jovian planets). Such plasmas may also occur in the next generation of laser-based matter compression schemes. The topic has gained momentum recently, thanks to its relevance to high-power laser-assisted energy production (fusion) research, and in particular to the target normal sheath acceleration (TNSA) mechanism during the irradiation of solid targets with a high-intensity laser beam. Other applications of (1D) degenerate plasmas include: the dense quantum diode, the electron-hole plasma in quantum wires, the 1D fermionic Luttinger liquid, and 1D semiconductor quantum wells, to mention a few.

In such extreme plasma environments, magnetic fields can be extremely strong, effectively varying over many orders of magnitude, from a few kilogauss to gigagauss (or even petagauss) in white dwarfs (neutron stars, respectively), hence effectively confining particle motion to one dimension (1D). On the other hand, temperatures can be quite high, comparable to fusion plasma (≈10^8 K). In such conditions, quantum degeneracy and relativity effects are ubiquitous, since the de-Broglie wavelength may approach, or even exceed, the inter-particle (fermion) distance. At extremely high densities, the electron Fermi energy can exceed by far than thermal energy, hence the electron thermal pressure may be negligible, compared to the Fermi degeneracy pressure; the latter arises due to the combined effect of Pauli’s exclusion principle and Heisenberg’s uncertainty principle.

From a nonlinear dynamical point of view, ultrahigh-density plasmas pose a real challenge; their rich and varied dynamics may sustain a wide range of excitations, from breather-mode oscillations in 1D semiconductors and Lagrangian structures in dense 1D plasmas to 1D nonlinear envelope modes in dense electron-positron-ion plasmas, quasi-1D solitons and wakefields in quantum wires, among others. It may be added that the study of the dynamics of 1D plasmas is certainly not restricted to dense systems only. In Ref. 24, kinetic theoretical arguments have been employed to found the possibility of reconnection between Langmuir and Alfvén modes in a strongly-magnetized, non-degenerate, relativistic pair plasma.

For ultra-high plasma densities, relativistic effects need to be included in plasma modeling, since the relativistic parameter \( \frac{p_F}{m_c} \) (\( p_F \) is the Fermi momentum, \( m \) is the electron mass and \( c \) is the light speed) acquires large values, thus modifying the equation of state and hence the dynamical plasma profile. Many authors have considered the problem of relativistically dense plasma before, from different angles. Such problems as the formation of electrostatic shocks within an electron-ion plasma, the existence of arbitrary-amplitude solitary structures and small-amplitude envelope modes within an electron-positron-ion plasma have been studied in the past. Stationary profile electrostatic pulses and Langmuir-type excitations have been investigated in Refs. 25 and 26, respectively. However, the majority of works tacitly apply Chandrasekhar’s (three-dimensional, 3D) equation of state, a reasonable assumption since the environments under consideration in the above (e.g. white dwarf stars) certainly occupy three dimensions. What we aim for, in the study at hand, is an understanding of envelope modes in a dense, 1D plasma, such as is used as a model for the study of target normal sheath acceleration (TNSA).

We shall here focus on a relativistic one-dimensional model for dense plasmas. Our aim is to propose a self-consistent fully relativistic theoretical framework for low (ionic) frequency electrostatic modulated envelope structures propagating in unmagnetized electron-ion plasma. The model comprises an inertial electron fluid, which is described by a quantum-mechanical degenerate distribution function, and a classical inertial ion fluid. A fully relativistic fluid...
model is adopted for both components. The use of Fermi-Dirac statistics in the description of the electron fluid forces us to countenance the exclusion principle. In the case of high densities, a significant overlap of the electrons’ position-wavefunctions leads to a pressure, which, according to Pauli’s exclusion principle, exists to resist degeneracy as would occur if two electrons were to share the same state. Such a pressure results in a considerable (density-dependent) momentum near the Fermi surface (the surface in momentum-space below which all states are occupied) of the electron gas, the magnitude of which demands a relativistic treatment. To this end, an equation of state is employed which is similar to that of Chandrasekhar [27], but is essentially that of the one-dimensional “water-bag” distribution [28]. Unlike the original Chandrasekhar equation of state [27], which was developed for one-dimensional (1D) propagation (in fact, in the radial direction) within a spherical-symmetric geometry, our equations of state is suitable for for modeling strictly 1D propagation dynamics [28].

The electrons will be treated as “cold”, so as to avail of the zero-temperature Fermi-Dirac distribution. Such an approximation is justified under certain conditions which depend on the density, entering the algebraic description via the relativistic electron Fermi energy $E_{F_e,rel}$, viz.

$$k_B T_e \ll E_{F_e,rel} = m_e c^2 \sqrt{1 + p_{F_e}^2/m_e^2 c^2} - m_e c^2. \quad (1)$$

Here, $k_B$ is Boltzmann’s constant, $T_e$ is the electron (thermal) temperature, $c$ is the speed of light in vacuum and $p_{F_e}$ and $m_e$ are respectively the local Fermi momentum and the rest mass of the electron. The local Fermi momentum is expressed in terms of the local density, $n_e$, and Planck’s constant, $h$, as $p_{F_e} = h n_e/4$.

The layout of this article goes as follows. In the next Section II, a self-consistent, relativistic fluid model is introduced. The evolution equation for the plasma state variables are then scaled, and a dimensionless system is presented in Section III. A multiple scale perturbation technique is employed in Section IV, and then analyzed in the lowest (linear) and higher (nonlinear) order(s) in Sections V and VI, respectively. The modulational wavepacket profile is outlined in Section VII. Localized envelope structures are introduced in Section VIII. A parametric analysis is presented in Section IX, and the results are summarized in the concluding Section X.

II. FLUID MODEL

We are interested in investigating ion dynamics in a degenerate relativistic plasma. We shall adopt the quantum hydrodynamic description [29], by introducing a fluid model which is described in the following. The ion fluid is described by its particle (number) density, $n_i$, and velocity, $v_i$. It is a “cold”, fully-ionized fluid of singly-charged, positive ions, whose dynamics is dominated by electric forces deriving from an electrostatic potential, $\phi(x,t)$. A magnetic field has not been considered, for the sake of simplicity.

The electron fluid constitutes an inertialess background to the ion dynamics. It is characterized by a number density $n_e$ and a fluid velocity, $v_e$, directed along the $x-$axis. The electrons are considered to be relativistically degenerate and therefore the appropriate equation of state to govern their motion is provided by the expression for relativistic degeneracy pressure in one dimension [28, 29]:

$$P_e = \frac{2m_e^2 c^3}{\hbar} \left[ \xi_e (\xi_e^2 + 1)^{1/2} - \sinh^{-1} \xi_e \right] \quad (2)$$

where $\xi_e = p_{F_e}/(m_e c)$ is a dimensionless parameter measuring the effect of relativistic electron effects. The latter equation of state is a consequence of the Pauli exclusion principle and is valid for arbitrary strength of relativistic effects. Note that an expansion of the pressure [2] for low density- $\xi_0 \ll 1$- yields the non-relativistic 1D Fermi pressure, $P_e = 2E_{F_e} m_0 (n_e/n_0)^3/3$. Similarly, an ultrarelativistic ($\xi_e \gg 1$) approximation is found to be $P_e = 2p_{F_e} m_0 (n_e/n_0)^3/2$, where $p_{F_e} = h n_e/4$.

The model comprises five equations, namely the fluid-dynamical equations expressing continuity (number density conservation) and momentum conservation for the ion and electron fluid(s), with the system closed by Poisson’s
equation for the electrostatic potential $\phi$, which essentially couples the dynamical variables to one another.

$$\frac{\partial (\gamma_i n_i)}{\partial t} + \frac{\partial}{\partial x} (\gamma_i n_i v_i) = 0,$$

$$\frac{\partial (\gamma_e n_e)}{\partial t} + \frac{\partial}{\partial x} (\gamma_e n_e v_e) = 0,$$

$$\frac{\partial (\gamma_i v_i)}{\partial t} + v_i \frac{\partial (\gamma_i v_i)}{\partial x} + \frac{e}{m_i} \frac{\partial \phi}{\partial x} = 0,$$

$$\frac{\partial \phi}{\partial x} - \gamma_e \frac{e}{n_e} \frac{\partial P_e}{\partial x} + v_e \frac{\partial P_e}{c^2 \partial t} = 0,$$

$$\frac{\partial^2 \phi}{\partial x^2} + \frac{\gamma_i}{e_0} (\gamma_i n_i - \gamma_e n_e) = 0. \quad (3)$$

Note that electron inertia has been neglected, according to the underlying assumptions of our model, as discussed above. Adopting the electrostatic approximation, we have suppressed (neglected) magnetic field generation, hence the remaining Maxwell relations were omitted. As expected in a relativistic model, the factor $\gamma_{e,i} = 1/\sqrt{1 - v_{e,i}^2/c^2}$ appears in the fluid-dynamical equations, as a result of Lorentz transformations and relations between quantities, such as the electron and ion number density (functions), between different inertial frames.

It is understood that the validity of our model equations (3) above, assumes that assumption (1) holds, i.e. for sufficiently high density.

### III. DIMENSIONLESS MODEL

It is appropriate to derive a dimensionless model, by scaling by appropriate quantities. A natural speed scale in our physical problem is the characteristic quantity $c_s = \left(\frac{2 E_{F,e}}{m_i}\right)^{1/2}$ where $E_{F,e} = h^2 n_0^2/(32 m_e)$ is the non-relativistic electron Fermi energy: this is the equivalent of the ion “sound speed” in classical plasma dynamics. Accordingly, we adopt the following scaling:

$$x \rightarrow \omega_p x c_s, \quad t \rightarrow \omega_p t,$$

$$n_{e,i} \rightarrow \frac{n_{e,i}}{n_0}, \quad v_{e,i} \rightarrow \frac{v_{e,i}}{c_s}, \quad \phi \rightarrow \frac{e \phi}{m_i c_s^2}. \quad (4)$$

Note that $n_{e0} = n_{i0} = n_0$ from the quasi-neutrality condition (obtained upon considering Poisson’s relation at equilibrium). Finally, a natural pressure scale $P_0 = e\phi_0 n_0$ is considered. The evolution equations take the form:

$$\frac{\partial (\gamma_i n_i)}{\partial t} + \frac{\partial}{\partial x} (\gamma_i n_i v_i) = 0,$$

$$\frac{\partial (\gamma_e n_e)}{\partial t} + \frac{\partial}{\partial x} (\gamma_e n_e v_e) = 0,$$

$$\frac{\partial (\gamma_i n_i)}{\partial t} + v_i \frac{\partial (\gamma_i n_i)}{\partial x} + \frac{e}{m_i} \frac{\partial \phi}{\partial x} = 0,$$

$$\frac{\partial \phi}{\partial x} - \gamma_e \frac{e}{n_e} \frac{\partial P_e}{\partial x} + v_e \frac{\partial P_e}{c^2 \partial t} = 0,$$

$$\frac{\partial^2 \phi}{\partial x^2} + \frac{\gamma_i n_i - \gamma_e n_e}{e_0} = 0, \quad (5)$$

where

$$\gamma_{e,i} = \left(1 - \frac{c_s^2}{c^2 \gamma_{e,i}}\right)^{-1/2}. \quad (6)$$

With this scaling, there is only one free parameter left: $\xi_0 = h n_0/4 m_e c$. The electron Fermi energy can be expressed as $E_{F,e0} = m_e c^2 \xi_0^2/2$ and so can $\alpha$ as a result:

$$\alpha = \frac{c_s^2}{c^2} = \frac{2 E_{F,e0}}{m_i c^2} = \frac{m_e \xi_0^2}{m_i}. \quad (7)$$
We may, where appropriate, still retain the notation for $\alpha$ below, recalling (rather than substituting with) the exact expression above, for the sake of analytical tractability.

Concluding this Section, we note that the essential physics of our model is elegantly “hidden” in the parameter $\xi_0$, which incorporates the relativistic effect, here manifested in terms of the (high) plasma density.

**IV. MULTISCALE PERTURBATION SCHEME**

A multiple-scales technique will be employed in the following [31]. We anticipate a solution which comprises a fast carrier wave and a slowly-evolving envelope amplitude:

$$u \sim u(X_1, X_2, \ldots, T_1, T_2)e^{i(kX_0-\omega T_0)}$$

where $T_\epsilon = \epsilon't$ and $X_\epsilon = \epsilon'x$; $\epsilon > 0$ is a small, free parameter (it is independent of $X_\epsilon$ and $T_\epsilon$).

The state functions are expanded around their equilibrium values as

$$n_i \approx 1 + \epsilon n_{i1} + \epsilon^2 n_{i2} + \epsilon^3 n_{i3}$$
$$n_e \approx 1 + \epsilon n_{e1} + \epsilon^2 n_{e2} + \epsilon^3 n_{e3}$$
$$v_i \approx \epsilon v_{i1} + \epsilon^2 v_{i2} + \epsilon^3 v_{i3}$$
$$v_e \approx \epsilon v_{e1} + \epsilon^2 v_{e2} + \epsilon^3 v_{e3}$$
$$\phi \approx \epsilon \phi_1 + \epsilon^2 \phi_2 + \epsilon^3 \phi_3$$

Furthermore, each of the functions is decomposed into Fourier components; for instance, for the velocity contribution in order $\epsilon^n$:

$$u_n = \sum_{l=-n}^{n} u_n^{(l)} e^{il(kX_0-\omega T_0)}.$$ 

This relation holds $\forall n = 1, 2, 3, \ldots$, hence

- $l = -1, 0, 1$ for $n = 1$,
- $l = -2, -1, 0, 1, 2$ for $n = 2$,

and so on. Since these functions are real-valued, it must be imposed that

$$u_n^{(-r)} = \bar{u}_n^{(r)}.$$

Upon substituting into the model equations (3) above, and then isolating successive contributions (orders in $\epsilon$), this perturbation/expansion scheme yields a system of polynomials in $\epsilon$ whose coefficients are required to vanish independently, since $\epsilon$ is free (arbitrary-valued). For any given value of $n$ ($= 1, 2, \ldots$), these coefficients can be decomposed into their separate harmonics, expressed by the second index $l$ (taking values from $-n$ to $n$). Each decomposition suggests a relation to be imposed between its constituent variables, which provides the solution for the given harmonic (amplitude). These expressions for the harmonics are then fed into the next order in $n$, and so on as so forth. The tedious, but straightforward algebraic procedure is presented in detail in Ref. [31].

As an example, consider Poisson’s equation at the second order of $\epsilon$:

$$\frac{\partial^2 \phi_2}{\partial X_0^2} + 2\frac{\partial^2 \phi_1}{\partial X_0 \partial X_1} + n_{i2} - n_{e2} + \frac{\alpha}{4}(n_{i1}^2 - n_{e1}^2) = 0.$$ 

This can be split into equations for the “zeroth”, first and second harmonics respectively:

$$n_{i2}^{(0)} - n_{e2}^{(0)} + \alpha \left(v_{i1}^{(1)} v_{i1}^{(-1)} - v_{e1}^{(1)} v_{e1}^{(-1)} \right) = 0$$
$$-k^2 \phi_2^{(1)} + 2ik \frac{\partial \phi_1^{(1)}}{\partial X_1} + \left(n_{i2}^{(1)} - n_{e2}^{(1)} \right) = 0$$
$$-4k^2 \phi_2^{(2)} + \left(n_{i2}^{(2)} - n_{e2}^{(2)} \right) + \frac{\alpha}{2} \left(v_{i1}^{(1)} v_{i1}^{(-1)} - v_{e1}^{(1)} v_{e1}^{(-1)} \right) = 0.$$ 

Analogous equations are obtained at all expansion and harmonic order(s), thus providing explicit solutions for the harmonic amplitudes. The tedious details of the algebraic procedure are omitted here: in the following, we shall provide the main steps. The relevant expressions for the harmonic amplitudes are reported in the Appendix.
V. LINEAR RESPONSE AND DISPERSION RELATION

At first order, there is only a first harmonic to investigate. The equations are presented below.

\[-\omega n_{i1} + k v_{i1} = 0,\]
\[-\omega n_{e1} + k v_{e1} = 0,\]
\[-\omega v_{i1} + k \phi_1 = 0,\]
\[-\sqrt{1 + \xi_0^2} \phi_1 + n_{e1} = 0,\]
\[-k^2 \phi_1 + n_{i1} - n_{e1} = 0.\]

(10)

The electrons’ equation of motion is used to eliminate \(n_{e1}\) from Poisson’s relation. The electrons’ equation of continuity is used to find \(v_{e1}\), but contains no other state variables.

The remaining three equations (the equations of continuity and of motion for the ions and Poisson’s equation) can be arranged as follows:

\[
\begin{pmatrix}
-\omega & k & 0 \\
0 & -\omega & k \\
0 & 0 & -c_1 - k^2
\end{pmatrix}
\begin{pmatrix}
n_{i1} \\
v_{i1} \\
\phi_1
\end{pmatrix} = \vec{0},
\]

where

\[c_1 = \sqrt{1 + \xi_0^2}.
\]

(11)

The vanishing determinant condition for a non-trivial solution to exist leads to the dispersion relation:

\[\omega^2 = \frac{k^2}{c_1 + k^2}.
\]

(12)

Note that \(c_1\) (defined above) essentially regulates the long-wavelength behavior of electrostatic waves, since \(\omega \simeq k/\sqrt{c_1}\) for \(k \ll 1\), while \(\omega \simeq 1\) for \(k \gg 1\).

Two important quantities are to be retained (and distinguished) at this stage, of high importance in the dynamics of modulated wavepackets: the phase speed \((v_{ph} = \omega/k)\) and the group velocity \((v_g = d\omega/dk)\). These can directly be obtained as functions of the wavenumber \(k\): see Fig[1]. Caution must be exercised in the interpretation of the plots, as the scales are density-dependent, so curves with different equilibrium density are not presented on the same scale. This will be discussed further below.

The solutions for the first harmonic amplitudes, as obtained in this order, can be expressed as functions of the electrostatic potential (leading-order disturbance) amplitude \(\phi^{(1)}_1 = \psi\) as:

\[n_{i1}^{(1)} = \frac{k}{\omega} v_{i1}^{(1)} = \frac{k^2}{\omega^2} \psi, \quad v_{i1}^{(1)} = \omega \frac{n_{i1}^{(1)}}{k} = \frac{c_1 \omega}{k} \psi.
\]

(13)

VI. NONLINEAR TREATMENT

We may now consider the evolution equations at the next (second) order in the expansion parameter \(\epsilon\). The five equations for the first harmonic at the second order of \(\epsilon\) are reduced to three by use of the expressions derived for the first order. The three remaining equations can again be expressed as a matrix equation, this time the vector formed of \(n_{i2}^{(1)}, v_{i2}^{(1)}\) and \(\phi_{2}^{(1)}\) being acted upon by the same matrix operator as before. The degeneracy of this matrix forces the following condition on the first-order amplitudes:

\[\frac{\partial \psi}{\partial T_1} + v_g \frac{\partial \psi}{\partial X_1} = 0.
\]

(14)

This condition essentially ensures that secular terms (which would potentially lead to divergent solutions) are eliminated. It results that \(\psi\) depends on the first-order variables as \(\psi = \psi(X_1 - v_g T_1)\), suggesting that the envelope moves at the group velocity, \(v_g = d\omega/dk\).
We can freely set $\phi_2^{(1)}$ to zero. Using the linear relations between these second-order quantities, we find:

\[
\begin{align*}
\phi_2^{(1)} &= 0 \\
n_{12}^{(1)} &= -2ik \frac{\partial \psi}{\partial X_1} \\
v_{12}^{(1)} &= -i\omega \frac{\partial \psi}{\partial X_1} \\
n_{22}^{(1)} &= 0 \\
v_{e2}^{(1)} &= \frac{i c_1}{\omega} \left(1 - \frac{\omega}{k}v_g\right) \frac{\partial \psi}{\partial X_1}.
\end{align*}
\]  

(15)

The second-harmonic and zeroth-harmonic amplitudes are found to be proportional to $\psi^2$ and $|\psi|^2$ respectively. The exact formulae are given in the Appendix.

Applying the same method to the five equations in the first harmonic at third order in $\epsilon$, we obtain a consistency condition in the form of a non-linear Schrödinger Equation (NLSE)

\[
i \frac{\partial \psi}{\partial \tau} + P \frac{\partial^2 \psi}{\partial \xi^2} + Q |\psi|^2 \psi = 0.
\]

(16)

Here, the time and space variables are $\tau = T_2 = \epsilon^2 t$ and $\xi = X_1 - v_f T_1 = \epsilon(x - v_g t)$, respectively. The coefficient $P = d^2 \omega / 2dk^2$ gives rise to dispersion, where the coefficient $Q$ represents cubic nonlinearity: the full expression for $Q$ is given in the Appendix, owing to its length.

It may be appropriate to discuss the long-wavelength (small $k$) behavior of the coefficients $P$ and $Q$, by deriving approximations to their respective expressions; these are:

\[
P \approx -\frac{3k}{2c_1^2 k} \\
Q \approx \frac{1}{12c_1^3 k^2} (4 + 3\xi_0^2 - 2ac_1) (4 + 3\xi_0^2 - ac_1).
\]

(17)

Note that $P < 0$ in this region, while $Q$ can be shown to be positive, thus ensuring stability for large wavelengths, as will be discussed below.

VII. MODULATIONAL STABILITY ANALYSIS

Let us adopt a periodic reference solution, $\psi_0 = a_0 e^{iQa_0^2t}$. To derive a dispersion relation for a periodic disturbance to this solution, we append small, real corrections of the same magnitude to both the amplitude and the phase:

\[
\psi_0 \mapsto (a_0 + a_1)e^{i(Qa_0^2t + b_1)}.
\]

(18)
Since the corrections take real values, the NLSE (16) can be separated into real and imaginary parts after inserting the perturbed solution. The two equations thus obtained are

\[-\frac{\partial a_1}{\partial t} + P \frac{\partial^2 a_1}{\partial x^2} + 2Qa_0^2 = 0\]
\[-\frac{\partial a_1}{\partial t} + P \frac{\partial^2 b_1}{\partial x^2} = 0.\] (19)

The corrections are periodic, taking the form \(a_1 = Ae^{i(\kappa x - \Omega t)} + c.c.\) and \(b = Be^{i(\kappa x - \Omega t)} + c.c.,\) where \(A\) and \(B\) are complex and \(\Omega\) and \(\kappa\) are real. Inserting this into the equations above yields a pair of simultaneous equations in \(A\) and \(B,\) the consistency condition of which is the required dispersion relation:

\[\Omega^2 = (P\kappa)^2 \left(1 - \frac{2Qa_0^2}{P\kappa^2}\right).\] (20)

It is evident that \(\Omega\) is always real if \(Q/P > 0.\) If \(Q/P < 0,\) then \(\Omega\) will be imaginary below a certain threshold,

\[\kappa < \kappa_{\text{crit}} = a_0 \sqrt{\frac{2Q}{P}},\] (21)

up until which point the solution will be unstable. This interval is dependent on the value, \(k,\) of the wavenumber of the solution. The growth rate attains its maximum at \(\kappa_{\text{max}} = a_0 \sqrt{Q/P}.\) This mechanism is equivalent to the Benjamin-Feir instability in hydrodynamics [31, 32].

VIII. LOCALIZED ENVELOPE STRUCTURES

Various exact solutions to Eq. (16) are known [33], including envelope solitons [34, 35] and breather-type structures [36]. Interestingly, these have been employed recently in modeling freak-waves (rogue waves).

Envelope solitons, of particular interest to us here, fall into two broad classes: “bright-type” and “dark-type” solitons [31, 32]. Bright solutions take the form of a localized region of high intensity and correspond to the case when \(Q/P > 0\) — that is, they can exhibit instability for \(\kappa\) within the interval described above. Grey or dark solutions are localized reductions of intensity within a constant ambient background amplitude. They can arise when \(PQ < 0\) and are therefore stable under the periodic disturbance described above.

In order to avoid iterative work, we do not provide detailed information on envelope structures, as this can be found elsewhere. Envelope structures are described in full detail in Refs. [34] and [37], and summarized in Ref. [31]. Breather-type solutions as models for rogue waves were described e.g. in Ref. [36]; also see Refs. [32] and [10] for a recent review.

We shall here limit ourselves to pointing out the basic amount of information needed to follow the parametric investigation provided in the following paragraph. In particular, we emphasize that a quantity of crucial importance is the ratio \(Q/P.\) As shown above, the sign of \(Q/P\) determines the stability profile of modulated wavepackets from a qualitative point of view: a positive (negative) sign implies modulational instability (stability). The value of \(Q/P\) is proportional to the (square) wavenumber \(\kappa;\) in other words, a perturbation may become unstable in the window \([0, \kappa].\) Furthermore, the ratio \(Q/P\) is related to the inverse width of a bright pulse of given amplitude \(\psi_0\): to see this, recall that a bright soliton solution of the NLSE (16) in the form \(\psi = \psi_0 \operatorname{sech}\left(\frac{\xi - u_t}{L}\right)\) satisfies the relation \(\psi_0 L \sim (P/Q)^{1/2}.\) Therefore, for given \(\psi_0\) (prescribed i.e. by the lump of energy launched in the system), an envelope soliton will be wider (i.e., larger \(L\)) if \(Q/P\) acquires smaller values; and vice versa. The same is true for dark type solitons, viz. \(\psi_0 L \sim |P/Q|^{1/2}.\) Recalling that the coefficients \(Q\) and \(P\) are functions of the carrier wavenumber \(k,\) we see that the geometric characteristics of envelope solitons will vary from one value of \(k\) to another.

The parametric variation of the ratio \(Q/P\) will be discussed in the following Section.

IX. PARAMETRIC ANALYSIS

In this Section, we shall discuss the parametric dependence of the coefficients \(Q\) and \(P\) (and of their ratio) on relevant plasma parameters. We recall that our basic model involved the single parameter \(\xi_0,\) essentially a function of the (equilibrium) density \(n_0.\) A comment is required therefore on the density treatment throughout the analysis that follows. This is a one-dimensional setting, so we adopt the Wigner-Seitz (WS) density as a reasonable one-dimensional equivalent to a three-dimensional density. The WS density is formulated as the inverse of the diameter of a sphere.
whose volume is equal to the mean volume per particle, in three dimensions. In our case, the “diameter” of this mean sphere corresponds to the mean separation of the particles in one dimension (assuming each particle to lie in the center of its own “sphere”). The density is expressed as $n_{WS} = \left( \frac{2 \pi m}{n} \right)^{1/3}$. Now, since the scaling involved the (electron) Fermi energy, which in turn depends on the density, we have had to face the fact that our “yardstick” in the plots would be density-dependent. Although this (scaling choice) does not affect our analysis qualitatively, some question might arise on quantitative predictions. To account for this inherent ambiguity in the analysis, one may introduce a (fixed) reference density value, leading to fixed scaling units. We have chosen $n_0 = 10^{11} \text{ m}^{-3}$ as a reference density, since this corresponds roughly (by the above formula), in order of magnitude, to representative densities encountered in such places as the interior of a dense dwarf star ($n_{3D} \sim 10^{33} - 10^{36} \text{ m}^{-3}$) [8]. It is in such environments that the density is thought to be high enough for the manifestation of the relativistic effects under investigation here.
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**Fig. 2:** (Color online) Plot $Q(k)/P(k)$ for $n_0 = 10^{11} \text{ m}^{-1}$ (blue), $10^{12} \text{ m}^{-1}$ (black).

Fig. 2 depicts $Q/P$ versus the electron equilibrium density. As stated above, we have worked with representative values corresponding roughly to those found in the interior of a white dwarf star. It is clear that any solution for these two values of the density will be stable for small wavenumbers since the coefficients $P$ and $Q$ are of opposite signs for small $k$—see Equation (17).

We have shown that instability sets in when the sign of $PQ$ becomes positive. In practical terms (cf. plots), this occurs above a wavenumber threshold, say $k_{\text{crit}}$, corresponding to a root of $Q$ in our case (recall that $P$ is negative here). Fig. 3 shows the root of $Q$ on the $k$-axis. This root, denoted $k_{\text{crit}}$, is the lower bound on the interval over $k$ within which instability can be established. An increase in equilibrium density results in the possibility of instability for lower values of the wavenumber. However, the dependence on density changes (in the interval of interest) is weak. Although the plot shows an increase in $k_{\text{crit}}$ with equilibrium density, this is true only because $k_{\text{crit}}$ is given in units which depend on density. In real terms one sees a decrease in this critical wavenumber.

The growth rate (20) is depicted in Fig. 4. For ease of viewing, it has been rescaled so that the middle (blue) curve crosses the $\kappa$-axis at 1. $\Omega$ is effectively given in units of $\omega_{\text{pi}}$ for each curve. Since $\kappa$ scales as $L_{0}^{-1} \propto n_{0}^{-1/2}$, the apparent increase in $k_{\text{crit}}$ with equilibrium density is misleading, the true trend (a decrease) being revealed upon restoring dimensions. Therefore the window of instability decreases for higher densities. However, $\Omega$ refers to units
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**Fig. 3:** (Color online) The carrier wavenumber (instability) threshold, $k_{\text{crit}}$, beyond which modulational instability is possible, is shown as a function of the electron equilibrium density, $n_0$ (in $\text{ m}^{-1}$).
FIG. 4: (Color online) The growth rate (in plasma frequency units) is shown above as a function of perturbation wavenumber, κ′ = κ/κ_{crit}|_{n_0=5 \times 10^{11}}. We have taken k = 2.5 throughout this plot. With reference to the maximum growth rate, the lowest (red), middle (blue) and highest (black) correspond respectively to n_0 = 10^{11} m^{-1}, 5 \times 10^{11} m^{-1} and 10^{12} m^{-1}.

of ω_{pi} ∝ n_0^{1/2}, so the trend in maximum growth rate (increases with n_0) is much stronger in reality. That is to say that there is a larger growth rate over a narrower region of wavenumber for larger equilibrium density.

X. CONCLUSIONS

We have investigated the modulational dynamics of electrostatic wavepackets in an electron-ion plasma, modeled via a novel relativistic fluid description. We have shown by adopting a multiscale perturbation methodology that a one-dimensional model of an electron-ion plasma comprising ions and relativistically-degenerate electrons will support envelope structures. The dispersion relation for the carrier wave has been found and the evolution equation for the envelope has been shown to be the nonlinear Schrödinger equation.

Our equation of state contains the cold, non-relativistic quantum degeneracy pressure as a low-density limit. Accordingly, our model reduces to the classical (non-relativistic) fluid equations in the appropriate limit (neglecting relativistic effects). The only tuneable parameter available is the equilibrium density, since the plasma components were assumed to be “cold” from the outset, as far as the thermal pressure is concerned; see Equation (1).

Following the paradigm of the Benjamin-Feir instability [35], we have found conditions for modulational instability of harmonic-amplitude (Stokes’ wave like) solutions. The dependence of these conditions on the wavenumber of the carrier and on equilibrium density have been investigated. We have shown that the window for instability narrows for higher equilibrium densities, but the maximum growth rate increases.

Our work may be of relevance in white dwarf stars [4], where the existence of acoustic-type modes has been proposed [41, 42], in which ions would provide the inertia and mainly the electron degeneracy pressure provides the restoring force. Such modes have been predicted [42], but haven’t been observed to date [42]. The lack of observations does not imply the absence of acoustic-modes, but may be associated with plasma motion below the detection limit [41]. The possibility of the formation of finite amplitude acoustic waves is also suggested in the case of extreme events such as supernova explosions [8, 41]. Various relevant theoretical investigations have been proposed, predicting excitations which are yet to be detected [17, 44–46].

Considering the possibility for experimental confirmation (realization) of our predictions in the laboratory, we note that the present model becomes relevant for ultra-high densities, when both degeneracy and relativistic effects come into play. For instance, an one-dimensional density n_0 ≈ 10^{11} m^{-1}, corresponding to ξ_0 ≈ 0.1 (and a 3D equivalent of n_{3D} ≈ 10^{33} m^{-3}), is not at all inconceivable in view of the already available laser-plasma compression technology [47, 48]. Such ultra-dense fermion systems tend to be more ideal (collisionless) in view of the Pauli blocking of electron-electron collisions [49], so that propagating nonlinear structures can be expected to occur.

It might be appropriate, in closing, to discuss the limitations of our work. We have based our analysis on an electrostatic fluid plasma model, which relies on the one-dimensional (1D) equation of state (EoS) (2) above, in order to close the system of fluid equations (3). If one were to assume a 3D geometry, the EoS (2) should be replaced by an appropriate function, as discussed in Refs. 22, 30 and 25. Applying the same perturbation theory would lead to a 3D version of the amplitude equation (16), which is non-integrable [33, 51]. As a consequence, if envelope soliton solutions did exist, they would presumably be unstable, and of little value e.g. in real experiments. Furthermore, one might consider going beyond the electrostatic approximation by adding an electromagnetic field. This would be a tedious algebraic task, involving taking into account the full Maxwell’s equations. An example of such use of reductive...
perturbation theory in classical plasmas can be found in earlier work [39, 51, 52]. The above lines of research go well beyond our scope in this work, and will not be pursued at this stage.
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APPENDIX A: ANALYTICAL EXPRESSIONS FOR HARMONIC AMPLITUDES AND NLSE COEFFICIENTS

The zeroth harmonic at second order read:

\[ \phi_2^{(0)} = \frac{-1}{c_1 v_g^2 - 1} \left( v_g \left[ \alpha v_g^2 \frac{k^2}{\omega^2} - \frac{2k^3}{\omega^3} \right] - \frac{k^2}{\omega^2} + \right. \]

\[ \left. v_g^2 \left[ \alpha c_1 v_g^2 \frac{\omega}{k} - 1 - \alpha \left( \frac{k^2}{\omega^2} - \frac{2\omega^2}{k^2} \right) \right] \right| \psi \right|^2 = C_{21}^0 |\psi|^2 \]

\[ n_{i2}^{(0)} = \left( \frac{C_{21}^0}{v_g} + \frac{k^2}{\omega^2 v_g} - \frac{k^2}{\omega^2} \right) \left| \psi \right|^2 = C_{22}^0 |\psi|^2 \]

\[ n_{e2}^{(0)} = \left( c_1 C_{24}^0 + \alpha v_g^2 \frac{\omega}{k} - 1 \right) \left| \psi \right|^2 = C_{24}^0 |\psi|^2 \]

\[ v_{e2}^{(0)} = \left( \frac{v_g^2 C_{24}^0}{k} + \alpha v_g^2 \frac{\omega^2}{k^2} \right) \left| \psi \right|^2 = C_{24}^0 |\psi|^2 \]

Second harmonics at second order:

\[ \phi_2^{(2)} = -\frac{1}{3k^4 \omega^2} \left( \omega^2 \left[ \frac{1}{2} \left( \alpha c_1^2 \frac{\omega^2}{k^2} - 1 \right) - \frac{3k^4}{2\omega^2} + \frac{\alpha k^2}{2} \right] \right) \psi^2 \]

\[ = C_{25}^2 \psi^2 \]

\[ v_{i2}^{(2)} = \left( \frac{ak}{\omega} C_{24}^2 + \frac{k^3}{2\omega^2} \right) \psi^2 = C_{25}^2 \psi^2 \]

\[ n_{i2}^{(2)} = \left( \frac{k}{\omega} C_{24}^2 + \frac{k^2}{\omega^2} \left( \frac{k^2}{\omega^2} - \frac{\alpha}{2} \right) \right) \psi^2 = C_{24}^2 \psi^2 \]

\[ n_{e2}^{(2)} = \left( c_1 C_{24}^2 + \frac{1}{2} \left( \alpha c_1^2 \frac{\omega^2}{k^2} - 1 \right) \right) \psi^2 \]

\[ = C_{24}^2 \psi^2 \]

\[ v_{e2}^{(2)} = \frac{\omega}{k} \left( C_{24}^2 + c_1^2 \left( \frac{\alpha \omega^2}{2 k^2} - 1 \right) \right) \psi^2 \]

(A1)
The nonlinearity coefficient in Eq. (16) reads:

\[ Q = \frac{\omega}{2(c_1 + k^2)} D_3 + \frac{k}{2\omega(c_1 + k^2)} D_2 + \frac{1}{2(c_1 + k^2)} D_1 \]  

(A3)

where

\[ D_1 = -\frac{k^2}{\omega} \left( \frac{k}{\omega} \left( C_{02}^0 + C_{22}^0 \right) + C_{21}^0 \right) + \alpha k \left( C_{22}^0 + C_{22}^2 \right) \]

\[ D_2 = \frac{k^2}{\omega} \left( \frac{3k\alpha}{2\omega} - \frac{C_{02}^0 - C_{22}^2}{c_1} \right) \]

\[ D_3 = 2\xi_0^2 C_{21}^2 + \frac{\xi_0^2}{c_1} \left( C_{21}^0 - C_{22}^2 \right) + \frac{\xi_0^2}{2c_1} - c_1 \left( C_{21}^0 + C_{22}^2 \right) + \alpha \left( \frac{c_1\omega^2}{2k^2} + \frac{2c_1\omega^2}{k^2} C_{22}^0 + \frac{C_{21}^0}{k} \left( C_{21}^0 - C_{22}^2 \right) \right) - 3\alpha \left( \frac{k^4}{\omega^4} - \frac{c_1\omega^2}{k^2} \right) - \alpha \left( \frac{k}{\omega} \left( C_{02}^0 + C_{22}^2 \right) - \frac{C_{02}^0}{c_1} \left( C_{02}^0 + C_{22}^2 \right) \right). \]  

(A4)

**APPENDIX B: LONG-WAVELENGTH APPROXIMATION**

We derive approximate expressions for the coefficients \( P \) and \( Q \) by first approximating their constituents.

\[ \frac{\omega}{k} = v_{ph} \approx \sqrt{\frac{1}{c_1 + k^2}} = \sqrt{\frac{1}{c_1} \sqrt{1 \frac{1}{1 + k^2/c_1}}} \]

\[ \approx \sqrt{\frac{1}{c_1} \left( 1 - \frac{k^2}{2c_1} \right)} \]

\[ \omega \approx \sqrt{\frac{1}{c_1} \left( \frac{k}{c_1} \right)} \]

\[ v_g \approx \sqrt{\frac{1}{c_1} \left( 1 - \frac{3k^2}{2c_1} \right)} \]  

(B1)

\[ C_{02}^0 \approx \frac{1}{3k^2} \left( \alpha c_1 - 3\xi_0^2 - 4 \right) \]

\[ \approx \frac{q_3}{k^2} \]

\[ C_{02}^2 \approx \sqrt{c_1 q_3} \]

\[ C_{02}^1 \approx \frac{c_1 q_3}{k^2} \]

\[ C_{02}^4 \approx \frac{c_1 q_3}{k^2} \]

\[ C_{02}^5 \approx \sqrt{c_1 q_3} \]  

(B2)
\[ C_{2,3} \approx \frac{1}{6k^2} (4 + 3\xi_0^2 - \alpha c_1) \]
\[ C_{2,2} \approx -\frac{q_1}{2k^2} \]
\[ C_{2,1} \approx -c_1 \frac{q_3}{2k^2} \]
\[ C_{2,4} \approx -c_1 \frac{q_3}{2k^2} \]
\[ C_{2,5} \approx -\sqrt{c_1} \frac{q_3}{2k^2} \]
\[ D_1 \approx \left( \frac{a}{2} - c_1 \right) \sqrt{c_1} \frac{q_1}{k} \]
\[ D_2 \approx -c_1 \frac{q_3}{2k} \]
\[ D_3 \approx (\alpha c_1 - 1) \frac{q_3}{2k^2}. \]  

(B3)

Combining the above, we arrive at

\[ Q \approx \frac{1}{12c_1^{1/2}k} (4 + 3\xi_0^2 - 2\alpha c_1) (4 + 3\xi_0^2 - \alpha c_1) \]
\[ P = \frac{1}{2} \frac{d^2 \omega}{dk^2} \approx -\frac{3k}{2c_1} \sqrt{\frac{\lambda}{c_1}}. \]  

(B5)